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Abstract

A biometric access control system based on identification of human face is presented. The system developed performs remote measurements of the necessary face features. Two different scenarios of the system behaviour are implemented. The first one assumes the verification of personal data entered by visitor from console using keyboard or card reader. The system functions as an automatic checkpoint, that  strictly controls access of different visitors. The other scenario makes it possible to identify visitors without any person identifier or pass. Only person biometrics are used to identify  the visitor. The recognition system automatically finds necessary identification information preliminary stored in the database. Two laboratory models of recognition system were developed. The models are designed to use different information types and sources. In addition to stereoscopic images inputted to computer from cameras the models can use voice data and some person physical characteristics such as person’s height, measured by imaging system.
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1. Introduction.

Computer systems for automatic person recognition based on biometrics
,
 are being developed intensively in connection with creation of computer security systems. Such systems based on recognition of human face and voice have a significant advantage comparing to systems, that use characteristics of fingerprints, iris etc., because recording of face and voice characteristics doesn’t require any physical contact between the person and sensors of the system. It is urgent to create a recognition system, that first, ensures sufficient defence from unauthorised access, and second, implements measurements with minimal discomfort for users. For this purpose it is advisable to make use of methods, based on real time reconstruction of 3-D shape of human face
. The usage of 3-D surface increases reliability of the security system because a possibility is eliminated to pass the control by presenting a photo of some other person made in life-size. 

The system presented contains special equipment and software that is a complex of various image processing and pattern recognition algorithms implemented by means of programming language. Common structure of recognition system based on measurements of human biometrics is described and two laboratory models developed. Different modes of possible system behaviour originating from two different types of recognition are presented. 

2. system structure

The general structure of the recognition system is illustrated in Figure 1. The system may be treated as a compound of hardware (equipment) and software (algorithms). The authors have developed two laboratory models of system that are denoted here as ‘visible’ and ‘infrared’ ones. The software as well can be used in two modes: ‘verification’ and ‘identification’. The detailed discussion of each point will follow and here it would be only emphasised, that any of two software branches can be used with any of hardware models with minimal adjusting of image processing parameters.




Figure 1 General system structure
Consider hardware structure of person recognition system based on remote measurements of some human biometrics. The model imitates an operation of an automatic entrance checkpoint that accomplishes control of visitors access to some object. To carry out this task the system should be able to register data, process it and report results or perform some actions depending on them. Thus system should consist of the following functional blocks: input devices, analyser block and effectors block. Input devices of the system described contain personal code reader, sound recorder, video cameras. Analyser consists of speech recogniser, images analyser, decision making algorithm. Effectors may include camera-positioning apparatus and installation like a turnstile for assuring limitations of physical access to a guarded object. Figure 2 sketches a principal scheme of the system. The system functionality can be extended by connecting additional equipment for biometric measurement, for instance a weight sensor, an apparatus for fingerprint inputting, iris and so on.




Figure 2   Possible components of system

The first question considering recognition is what one does actually mind saying “recognition”. Indeed, recognition can be splitted at least into two types. Of course, no recognition can be performed without having some primarily registered and stored data that compounds a database (or knowledge-base). It can be said that the storing procedure forms some informational space, in which all the following recognition processing is done. Moreover, elements of this space may be divided into several classes. In this terms one type of recognition can be described as follows: given some element of space and an identifier of some class in space determine whether this element belongs to the class or not. This type is called verification here. An example of verification is: the system is given a name of a person whom it does know and some photo and it should decide whether this is the photo of the person or not. Other type of recognition can be stated as follows: given an element of space the system should find a class which it belongs to. This type is referred to as identification. An example: given a photo of person, the system should guess who is he (or maybe answer that it does not know him at all). It is interesting that identification can be performed by repetitive verifications: being given an element to identify one should carry out verifications of this element against all others in all classes and find a coincidence (or determine that the element does not belong to any of classes). Thus in general identification seems to be much more complex problem that verification, at least at calculations. The authors have developed two types of recognition system work-flow, one performing verification, the other carrying out identification.

The recognition task consist of making decision about belonging of the object ( with the set of features x1, x2,…, xN being observed to appropriate class i i=1,2,3...m. A peculiarity of  the recognition procedure is  making decision after obtaining every new sign measured so that an accumulation of information about the object can be stopped depending on the decision made on the previous step. Consecutive and repeated decision making with using growing number of the signs measured effects a saving of  time spending for the procedure.

Verification work-flow

In both variants the system operates as an automatic entrance checkpoint but in this particular mode the system relies on a fact that a visitor, who wants to get access to the object being guarded, presents an identifying document to the appropriate input device. According to information on a document or to visitor password the standard for the visitor (characteristic features of his biometrics) is fetched from database. After that the visitor pronounces passwords to the sound recorder. Digitised voice characteristics are entered to the voice analyser, that verifies them by comparing to a standard chosen from database taking into account the identifier entered beforehand. The procedure is the following: some instructions are given to the visitor by the means of texts on a screen or by voice playback on speaker. Following these instructions the visitor is supposed to pronounce some set of phrases that represents the voice characteristics at best. After verifying voice characteristics the system proceeds with analysing face images that are inputted from cameras. To improve cameras viewing conditions, the control unit varies position and viewing direction of the cameras. Input images from cameras are processed in the analyser to determine some informative features of the human face. This features are compared with standard features extracted from database to measure an extent of similarity between current images and standard ones. The similarity measured is analysed together with voice verification results to generate overall decision about the visitor - is he the same person who’s  passwords have been entered. In the case of positive decision the system outputs some message like “Hello, <name of visitor>!” and makes some other actions like opening the turnstile. If the decision is negative, the system repeats recognition attempts several times and generates an alarm if all of them fail.

Identification work-flow

The second scenario, as distinct of the first one, assumes that no preliminary information is entered into the system. Only person’s biometrics serve as identification document in this case. The visitor must appear in the cameras field of view. It is obviously more convenient for users because they don’t need to remember any passwords or to have any cards with them. The user’s convenience turns by more complexity for the recognition system.  After inputting images the system calculates the set of features xk and solves the problems: first, what of objects registered in the database is the most similar to xk , second, is the similarity between the found object xi and xk enough for making decision of identifying the current object as that registered with signs xk. Methods for solution of this problem were developed by the authors
.

3. processing of images

This section overviews techniques of input image preparation (pre-processing) common for both scenarios discussed above. Images in computer are presented in raster form as B(x,y), were B - is the value of a signal recorded at the point (x,y), x, y are integer arguments. The input signal B is proportional to brightness of appropriate point on the surface. Let B(x,y,j,t) j = 1,..,J - be a group of the object’s images taken either from different points of view (as in stereo photographic system with two or more cameras) or at sequential time instants (as in standard single camera photographic system). One need to build algorithms of image processing, calculation of informative features and matching them with standards. Data can be treated in different ways and features of different nature can be extracted and compared. A set of features of one nature that is obtained from one image is called information channel here.

All images in the group are subject to following pre-processing procedures: find face procedure, calculating of distance between object and cameras, scaling images according to standards, 3-D surface reconstruction, measurement of face’s angles, finding most important face features. Pre-processed images are compared to standards using different information channels. In first J channels grey-scale photo-images obtained from pre-processed input images are processed and compared to standards. This channels allow to compare face characteristics that slightly depend on shooting angle and face expression. In other channels additional processing is made for elimination of luminosity trend (equalisation and other procedures) and face features comparing areas are refined using 3-D reconstruction and face’s angles measurements. In this channels comparing of most important face features sketch is made. During the procedure the visitor stays at front of the system, thus allowing to measure his weight. Cameras are positioned before his face using electro-mechanic device. It allows to measure visitor’s height. Recognition data resulting from different channels are processed jointly and decision is made whether visitor’s informative features correspond to standard defined by pronounced password.

Compensation of position in space

The brightness of the surface point (x,y) depends on numerous physical parameters: albedo, scattering function, directions of cameras and light sources, signal characteristics of receiver, objective characteristics etc. A shape of the object’s surface can take effect especially in areas overshadowed by convex parts of the face. Human face is a mobile object, so all conditions listed may be different for current and standard face images. The face has 6 degrees of freedom only by its spatial position and rotation: it can move along X and Y axes, change its distance from cameras moving along Z axis, change its orientation by angles , , Human face as a recognition object has some specific properties caused by variations in person emotional and physical status, different hair styles, whiskers, beard, wearing of spectacles etc.

Techniques commonly used for human face recognition presume some restrictions on the face degrees of freedom. Some special algorithms are used for compensation of  face arbitrary motion and rotation. To compensate face region displacement and scale variations caused by changing face position a coordinate transformation is applied:

B`(x,y) = B (x + x0, y + y0  )
(1)

 j   = 1 +  (dj - dsj) / dsj
were d and ds  are distances between cameras and the face for current and standard images correspondingly. An exact measurement of j is difficult when using a single image because there is no part of the face with a dimension  known a priori. Some face parts like eyes, nose and mouth may be detected but they are often low-contrast and cannot give a reliable estimation of the value desired. Implementation of stereoscopic vision system gives more robust evaluation of the distances required
. To superpose current and standard face regions by the angle one should rotate images 

B``(x,y) = B` (x cos()  + y sin() ,  x sin()  - y cos()  )
(2)
 =  ( 1/2 )  arctg (2Uxy / (Uxx  - Uyy )), 

were  is rotation angle and Uxy, Uxx, Uyy  are the moments of inertia for the face region detected in the image. Equivalence of image transformation (1) and (2) to appropriate face displacement and rotation depends on a spatial distribution of  light sources. This dependence is negligible in the following conditions: a) with point light source if distance between cameras and the source is considerably less than d; b) with light source uniformly  distributed in large body angle. This circumstances were taken into account in development of our recognition systems described in this paper - the object is lightened by combined illumination system including point source illuminator and nearly uniform backlighting.




Figure 3   Possible causes of face image variations
Face details

Further processing of images requires introduction of some informative model of the object to be recognised. We  develop a model of human face based on information known a priori about 3-D surface of  the object and spatial distribution of light scattering characteristics. To estimate 3-D shape of the face we use elevation maps derived from disparity distributions calculated from stereo images. Methods and algorithms for solution of this problem are presented in authors papers presented in this volume5.

There are some details of human face that must be present on each full face image: eyes, nose, mouth, eyebrows etc. To find them in the images we apply template correlation technique applied to both 2-D spatial distributions of brightness and elevation maps estimated from disparities. The spatial position of a face part is determined by maximum of correlation coefficient defined as



(3)

where B is current image, T is template , < > is averaging operator, .is the mean square deviation in the region of search, BT is product of matrices B and T. Commonly a set of different templates T  is used for increasing reliability of search results.

4. Equipment models and results

Visible range model

This model system is complex - in addition to face recognition it verifies voice characteristics and passwords pronounced by the visitor. The system also measures other person’s biometrics including height, weight if additional devices are connected. The model system hardware consists of: code input system based on a keyboard or smart-card reader, face images input subsystem, voice subsystem, electro-mechanical device adjusting camera position, some devices for measurement of other biometric characteristics and finally, the core of recognition system that in turn is compounded of computer and database of standard characteristics. Images input subsystem contains two television cameras, lighter and two picture digitisers (frame-grabbers) each conjugated with a camera. Voice subsystem consists of microphone, sound digitiser and loud speaker that can be used to guide person to do some certain things or to report the recognition decision. The adjusting of camera position can be used as well to determine the height of person since the position of cameras in space is known at any moment. The system also includes a balance situated under a place where person should stay in order to be recognised. On the right side of Figure 4 you can see two cameras mounted on a column. The column can slide up- and downwards adjusting cameras to better position for image grabbing and recognition thus measuring the height of person at the same time. 




Figure 4   Appearance of visible range model

Infrared range model

This model is somewhat simpler as it includes less devices. It consists of cameras conjugated with video input cards (frame-grabbers), an infrared illuminator, two semi-transparent mirrors, speaker and microphone that all (with exception of frame-grabbers that are installed in computer) are mounted in a case. Mechanical adjustment of camera position and weight measurements are not performed here. Cameras and mirrors are specially oriented  in order to allow users to view and position themselves in the way that is the most favourable for registering face images. One mirror is just a front panel of the case, cameras are situated closely behind it and the other mirror is lower and has different slope. A visitor should see his reflections simultaneously in both mirrors and at this moment he is in the best position for face registration. The range of wave-lengths the system works at is near infra-red. This allows to achieve great intensity of illumination of face by lighter not disturbing the visitor. Figure 5 depicts the appearance of infrared model.




Figure 5  Appearance of infrared range  model 


1   front panel mirror, 2   additional mirror, 3   microphone, 4   lighter,  5   camera
Mathematical libraries

The software developed for the system functions under Microsoft Windows NT operating system. It consists of several independent parts: image processing, analysis and recognition algorithms, database maintenance, user interface, hardware device drivers. All parts of software package except the device drivers are compatible with all 32-bit operating platforms. Database stores the standard values of registered persons informational characteristics and their identificators. This section concentrates on algorithms that can be splitted into image pre-processing (noise reduction, brightness normalisation and so on), feature tracking (e.g. face selection on image), feature extracting (such as identifying eye template) and comparison of obtained features. 

We use the following algorithms and approaches in the mathematical library: locating and outlining a human face on the image, restoring 3D surface  (the sample results of this algorithm are presented in Figure 6) and constructing 3D model of the face, locating significant features of the face using anthropometric characteristics, calculation and comparison face feature lines, algorithms of principal component analysis using both face features on the image and 3D face shape reconstructed from images. The system creates compact standards of images, taking advantage of 3D face model and algorithms of compressing image lines. The system maintains a database of images and image standards and allows further adaptive training during the operation.




Figure 6 Source stereo-images and results of 3-D reconstruction algorithm
To test the system a database of approximately 600 stereoimages has been collected. The experiments performed have shown that the probability of false alarm does not exceed 2%. Such events are mainly caused by person exterior change or by pose variations, that appeared to be greater than constraints allowed. While a number of face standards grows (i.e. system is trained) the probability of false alarm decreases.
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